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Abstract. Effective analysis of remote sensing images remains a chal-
lenging topic in deep learning research field. This paper proposes a
semantic segmentation approach based on the inception architecture.
Specifically, the combination of residual network and Inception improves
the feature extraction capability of encoder network. In addition, this
paper discusses the problem of unbalanced information allocation caused
by concatenated operation in the up-sampling process of network mod-
els such as Unet, and the RCSE module is proposed to complete fea-
ture reconstruction to solve this problem. The approach ensures accu-
rate assignment of semantic labels to the buildings in the aerial images.
Experiments based on the dataset proposed by CrowdAi certify the effec-
tiveness of our approach with a 3.7% IoU improvement compared to
Unet.
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1 Introduction

Remote sensing technology has developed rapidly in recent decades, which
enabled us to obtain a very large amount of information on the surface of the
Earth. Remote sensing image is one of the most important information obtained
by remote sensing equipment. At present, the task of labeling building objects
in remote sensing images in the industry is still at a very low level of technology,
relying on a large amount of manpower for manual labeling. So building a soft
system that generates semantic annotations for maps is very important.
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The goal of semantic segmentation is to assign a corresponding semantic
annotation to each pixel in the image. In order to achieve this goal, most of
the current network architecture is mainly based on two points to improve:
1. Improve the global information extraction capability of the model, that is,
to establish a model that can obtain the global view and detect the building
objects. 2. Improve the model’s ability to save pixel-level location information.

Remote sensing image building extraction tasks are more complicated than
semantic segmentation tasks in conventional scenarios, which can be concluded
in the following five points: 1. The shape of a building is varied and very compli-
cated. 2. The styles of buildings in different areas vary greatly. 3. The chromatic-
ity of the acquired images is caused by different atmospheric lighting conditions.
4. The size of the building caused by the difference in sensor height is too large.

This paper proposes an end-to-end semantic segmentation model for building
footprint segmentation. The encoder side of the model is based on the inception
architecture [9], using the residual connection, as well as the atrous convolution
is applied to the encoder. Among them, the receptive field of the convolution
kernel is expanded in the last part of the encoder, while in the decoder part
of the model, the feature layer is restored to the original image size by step-
ping up-sampling. Furthermore, in the recovery process, the feature layer in the
model encoder is concatenated to the corresponding shape feature layer in the
decoder using the shortcut connection [4], which contributes the decoder part of
the proposed model to effectively utilize the high-level information and low-level
information of the aerial image. Unlike previously, this paper considers a prob-
lem that connecting directly to the high and low level of information through
the shortcut, though, to some extent, makes the decoder obtain more accurate
pixel texture information, the feature layer obtained by the decoder is directly
concatenated from the high and low levels and does not undergone a corrective
process. And such feature information will interferes with the decoder of the
entire semantic recovery to some extent. Considering what has been mentioned
above, this paper adds the operation of channel weighting after the up-sampling.
Moreover, to concatenate the feature of the layer after each channel gives dif-
ferent weights, RCSE module is proposed in this paper, which can help decoder
to complete information reconstruction of the feature layer after upsampling
and concatenating. And through such module, the proposed model can reduce
the dependence on the information of the redundant feature layer, and finally
increase the information recovery ability of decoder, so as to improve the accu-
racy of the segmentation in the model.

The main contributions of this paper include the following:

• A semantic segmentation model based on inception-resnet for building foot-
print segmentation is proposed.

• The application of shortcut in the model based on encoder-decoder and its
shortcomings are discussed. RCSE module is proposed to reduce the feature
redundancy and interference caused by shortcut.

• The proposed model can effectively complete the aerial image building foot-
print segmentation and achieve 91.2% Iou in the validation set.
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2 Related Work

The purpose of image semantic segmentation is to assign pixel-level semantic
annotations to images, which is an important part of computer vision. The full
convolutional neural network applies convolutional neural networks to semantic
segmentation tasks for the first time, and is very effective.

In the past few decades, remote sensing devices have been widely used, and a
large amount of remote sensing image data has been collected. The aerial image
building footprint extraction has been extensively studied. In the past traditional
computer vision technology, researchers extracted features by manually design-
ing feature extractors such as texture and color features, and then through the
machine learning classifiers (such as AdaBoost, support vector machine, random
forest, etc.) to complete the rough Scene classification, which requires a lot of
subsequent processing to optimize the results. With the development of remote
sensing equipment production technology, researchers have been able to obtain a
large number of high-resolution remote sensing images, however, the traditional
methods can’t effectively process high-precision images and can’t achieve pixel-
level segmentation accuracy, but only complete scene-level classification. There-
fore, in recent years, scholars have focused on the research of high-resolution
image building footprint extraction tasks with convolutional neural networks.

Recently, convolutional neural networks have been rapidly developed in the
extraction of building footprints. Zhang et al. proposed a method based on
CNN classification, which calculates and classifies scores for each sliding win-
dow by using sliding windows of different scales, and then optimizes by using
non-maximum suppression result.

Contrast to them, this paper proposes an end-to-end encoder-decoder model.
In the encoder, the inception architecture is effectively combined with resnet,
and the dilated convolution method is used to enhance the receptive field of
the convolution kernel to enhance the coding capability of the model encoder.
In the decoder of the model, the squeeze excitation module is combined with
the shortcut connection, so that the decoder of the model can assign weights to
the feature layer after the shortcut, which enables the model to allocate limited
computing resources to the feature layer with the largest amount of information.

3 Methodology

3.1 IRSNET

This section will introduce the model in detail. Figure 1 is the overall architecture
of the proposed model, which is divided into two parts: the encoder (Fig. 1 left)
decoder (Fig. 1 Right side). The encoder side effectively extracts and abstracts the
image pixel information by combining the Inception architecture with the residual
connection. In the decoder part, the model gradually restores the feature map to
the size of the input picture by upsampling. In order to ensure that the decoder can
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have pixel-level segmentation accuracy in the case of extracting global informa-
tion, the proposed method connects the different sizes of the encoder layer directly
to the decoder through the shortcut in the upsampling stage.

After each up-sampling process of the model decoder, the feature layer is
further modified by the proposed RCSE module. Thus, the interference of the
feature layer with less information can be reduced and the feature recovery
accuracy of the decoder can be enhanced, which improves the expressive power
of the model.

Conv+BN 3Th 
Downsampling

4Th 
Downsampling

5Th 
Downsampling Upsampling SCSE module

Fig. 1. Model architecture diagram

3.2 Encoder

At the encoder end of the model, for the input of the model, the feature is
extracted using three convolution processes in the first two downsampling stages
of the encoder. In the first convolution process, we take step size of 2 and com-
plete the down-sampling. To reduce the size of the feature map, the third convo-
lution process uses a hole convolution kernel of rate = 2 for convolution to expand
the receptive field of the convolution kernel. During the last three sampling pro-
cesses of the model encoder, this paper adds the Inception-Resnet structure
to the model to improve the feature aggregation ability of the encoder. The
Inception-Resnet structure of the three stages is shown in the Fig. 2.

3.3 Decoder

In the decoder part of the model, the feature layer is restored step by step to
the original image size by upsampling. In order to enable the decoder to simul-
taneously acquire the image high-level semantic information and the image pixel
position information, the provided method connect directly the corresponding
size feature layer in the encoder to the decoder during the upsampling process.
And the shape of the feature layer is also directly connected to the decoder.
The research process reveals that simply connecting the feature layer and then
convoluating allow the model to save both high-level information and low-level
pixel information, however, decoder can not effectively distinguish the impor-
tance of different feature layers. Therefore, this paper introduces the Squeeze-
and-Excitation mechanism into the feature layer concatenation, with different
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Fig. 2. These are the last three down-sampling model structure diagrams, and the black
boxes of each diagram represent the Inception-Resnet structures of each process. These
corresponding modules are superimposed several times after each down-sampling, with
The Times of (10, 10, 3) respectively. Since in this article, in view of the remote
sensing image segmentation task, the image size is small, the down-sampling size is
small after the last stage. Although these feature layers extracte the high-level semantic
information, lots of convolution padding operations also increase a lot of noise. The last
Inception-Resnet has limited effect on improving the performance of the model, which
leads that the last model of encoder only had three stages superposition Inception-
Resnet structure.

weights assigned to different channels of the concatenated feature layer, which
enhances the expressive ability of the decoder and thereby effectively improves
the performance of the model.

3.4 RCSE: Refactoring ShortCut Squeeze Excitation Block

Unet segmentation model based on encoder and decoder, in the process of upsam-
pling by Shortcut, can achieve high and low level of information fusion, and the
decoder in the process of completing image information recovery can not only
complete advanced level of the image object level detection, but be able to com-
plete the accurate using low-level pixel characteristic information to the pixel
level distribution of the label.

However, the decoder has the ability of capturing both high and low levels
of image feature information at the same time, such simple directly concatenat-
ing of feature layers at different levels restricts the expretion ability of decoder.
Therefore, we consider a problem that how much higher or lower levels of infor-
mation contribute to overall model performance improvement after the opera-
tion of concatenation. Upon this thinking, we design the RCSE module and add
it to the model upsampling process. In the concrete implementation of RCSE
each channel of the shortcut feature layer was assigned different weights by SE
block [3]. Making the decoder in the process of upsampling different features can
extract more directional layer information, improve the efficiency of the decoder.
The specific structure of RCSE is shown in Fig. 3.
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Fig. 3. RCSE architecture. As shown in the diagram, considering the different functions
between high and low level feature layers, this paper designs the feature layer after the
completion of feature scaling of the RCSE module after concatenation. The proposed
module improved model performance with small additional parameters.

4 Experiments

The experiment is based on the Map Challenge data mining competition pro-
posed by Crowdai. The dataset consists of a training set (280,000 300 * 300 aerial
images and corresponding manual annotations) and a validation set (60,000
images and annotations). The data set has many advantages, and the semantic
labeling is clear. This paper evaluates the experiment based on the dataset and
compares it with SegNet, pspnet [11] and Unet, and proves the effectiveness of
the proposed method.

4.1 Metrics

Our experiment takes Acc, Iou and F1 Score for evaluation metric.

Image Annotation Segnet PSPNET Unet IRSNET

Fig. 4. Experimental result diagram. As shown in the figure, the rightmost side is
the output part of the model proposed in this paper. The proposed model improves
the extraction accuracy of small buildings and the segmentation effect of special edge
structures such as right-angle and straight-line structures (as shown in the red box).
(Color figure online)



IRSNET: Building Segmentation Network 47

4.2 Results

The results of the proposed model on the validation set are as follows Fig. 4 and
Table 1. From the table, we can see that the performance of our model based on
Inception-Resnet is higher to some extent compared with other models, and the
RCSE module proposed significantly improves the performance of the model.

Table 1. Comparison table of experimental results

Model Acc Iou F1score

IRSNET 96.8 91.2 92.7

IRSNET (Without RCSE) 95.7 90.2 91.7

Unet (With RCSE) 96 89.0 90.2

Unet 95.1 87.5 89.7

Segnet 87.0 69.13 69.24

pspnet 86.3 68.4 68.9

FCN 83.8 65.8 67.1

4.3 Analysis

The proposed model adds Inception-Resnet to the encoder side of the model,
which improves the feature extraction capabilities of the model. In addition, the
proposed RCSE block can reconstruct the feature layer formed by short cut after
the up-sampling process. This operation enables the model to modify the large
difference of eigenvalues between the two ends of short cut, so as to enhance the
expressive ability of the model.

Because remote sensing images have the characteristics of great scale changes,
PSPNET is chosen as the contrast benchmark to compare the contrast model in
the conventional scene. The results show that the model proposed in this paper
is much better than the conventional computer vision model.

Compared to Unet, which performs well in the two-category segmentation
task, the Inception-resnet based architecture replaces the original simple convo-
lution pooled downsampling process in the encoder. In the decoder, the extrusion
excitation module is added after each shortening process, which improves the fea-
ture aggregation capability of the model. These allow the model to selectively
combine high-level information, rather than simply concatenating high-level and
low-level information like traditional shortcut modules, which are the reasions
why the performance of the model has been improved.

5 Conclusion

This paper proposes a semantic segmentation model based on Inception-Resnet
for aerial image building segmentation in order to solve the problem of unbalance
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between two ends after the shortcut process. This paper also proposes the RCSE
module which can re-correct the feature layer, improving the expressive ability
of the model decoder. Furthermore, experiments show that, compared with the
previous methods, the proposed method significantly improves the quality of
building segmentation in remote sensing images.
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